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PROBLEM

Autonomous systems, like self-driving cars and 

unmanned aircraft,  rely on high-dimensional 

(e.g., vision-based) controllers (HDC) to perform 

complex and critical tasks. 

● However, the HDC-controlled systems lack

formal safety guarantees on their behavior.

Goal: Perform reachability analysis on systems 

with HDCs, i.e., construct an overapproximated 

set of states that the system can reach from the 

initial set within a given time horizon. This 

reachable set can be intersected with 

goal/unsafe sets to provide a safety guarantee.

Major contributions:

1. Reduce high-dimensional verification to the reachability analysis of

multiple (4–10) approximating low-dimensional controllers.

2. Inflate reachable sets with statistical bounds on discrepancies (≈5%)

between trajectories/actions using conformal prediction.

○ F1 score increased by 5–20 p.p. compared to a purely data-driven approach.

APPROACH

1. Distill HDC knowledge: Mimic the behavior

of an HDC with multiple low-dimensional

(state-based) controllers (LDCs). The training

process of an LDC:

RESULTS: 3 CASE STUDIES

Examples of verification: true positive and false negative 

2. Estimate HDC-LDC discrepancies: Compute

differences between HDC- and

LDC-controlled systems. We introduce

statistical upper bounds of two types:

trajectory-based and action-based. Both are

estimated with conformal prediction from

labeled paired trajectories of LDC and HDC.

FUTURE WORK

● Exhaustively bridge HDC and LDC with

satisfiability solving, without statistical bounds.

● Compute statistical bounds without sampling

unlimited paired labeled trajectories.

● Develop end-to-end HDC verification toolbox.

ground truth and verification → safe
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3. Inflate LDC reachable sets: We obtain an HDC

reachable set by computing an LDC reachset

using the POLAR toolbox and inflating it with

either discrepancy from Step 2.
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With a confidence level of 0.05, both approaches 

achieved a minimum precision of 0.95 and significant 

true positive rates. The trajectory-based  multi-LDCs 

approach with showed best performance.

Trajectory-based and action-based discrepancy 

bounds can differ significantly:

ground truth → safe, verification → unsafe
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